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Trees in forest ecosystems contribute extensively 
to ecology, environmental, economic, and so-

ciety domains in both global and local regions 
[1]. Therefore, better forest management not 
only provides renewable resources for human 
activities but also makes great contributions to 
ecological conservation and the global energy 
circle. In the traditional investigation period, 
surveyors regularly measure the parameters 
for individual trees by field surveys, zonal 
sampling, or manual aerial imagery interpreta-
tion, which cost a large amount of human la-
bor, work time, and expense. Fortunately, with 
the development of commercial satellites with 
high resolutions, along with the rapid progress in 
computer techniques [2], [3], [4], especially automati-
cally detecting objects from digital image processing [5], 
[6], [7], [8], researchers have opportunities for automatic 
ITCD through high-resolution remote sensing images [9].

There is a variety of reviews about trees [20], including 
tree species classification [21], fruit detection [22], and yield 
estimation [23]. Most of them emphasize lidar [24] or ther-
mal imaging [25]. Some surveys review only one specific tree 
species, such as oil palm [26]. We list almost all the surveys 
in Table 1 with the comparisons among reviewed methods, 
topics, tasks, and data. Hyyppä et al. [10] and Wulder et 
al. [12] focus only on lidar data and vertically distributed 
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forest attributes estimation. Yin and Wang [14] review the 
available techniques for evaluating detected individual tree 
locations and crown delineation maps using remote sensing 
data. They mainly discussed ITCD assessment rather than 
ITCD methods. Zhen et al. [13] conduct a comprehensive 
survey for two of the ITCD topics (detecting and delineating) 
using traditional image processing-based ITCD methods, 
while they focus only on lidar data. Zhao et al. [15] review 
the convolutional neural network (CNN)-based applications 
in ITCD, which focus only on deep learning-based methods 
while ignoring other traditional methods. Walker and Dahle 
[18] survey all kinds of methods but neglect the ITCD tasks 
that cannot provide whole insights of the ITCD domain. Ke 
et al. [11] review ITCD methods using passive remote sensing 
imagery, which only conducts a survey on traditional image 
processing-based ITCD methods.

We can tell that existing ITCD reviews cannot completely 
comprise ITCD development from all aspects, especially re-
cent developments under the continuously rapid progress 
of machine learning and deep learning algorithms [see 
Figure 1(b)]. Furthermore, various important ITCD-related 
tasks and applications (e.g., counting the number of trees, 
health monitoring, parameter estimation, and so on) are 
paid rare attention in existing reviews. On the other hand, 
as shown in Figures 1(a) and 10, we can observe that the 
use of optical data and deep learning-based methods in the 
ITCD domain has increased significantly, especially in the 
previous 10 years, accounting for nearly 80% and 70% of 
ITCD-related publications, respectively.

Therefore, it is necessary to summarize the overall trends 
from ITCD-related research during the past 10 years to help 
readers comprehend the past, present, and future of the 
ITCD domain. Notably, this review mainly surveys ITCD 
from optical remote sensing images as well as combines op-
tical remote sensing images and lidar data. Research that 
only adopts lidar data on ITCD is outside the scope of this 
review. The contributions of this article include the follow-
ing three points:
1)	 We conduct a review of ITCD, including a meta-analysis 

of the literature, a thorough review and comparison of 
the methodology, an in-depth discussion, extensive re-
lated applications, and potential prospects. This article 
provides a systematic review of ITCD development in 
the most recent two decades.

2)	 We cater to the rapid progress in computer science and 
its usage in ITCD and discuss the advantages and disad-
vantages of all kinds of existing ITCD approaches from 
three aspects: traditional image processing, traditional 
machine learning, and deep learning. We conduct com-
parisons between general deep learning models and 
their applications.

3)	 We conduct in-depth discussions on the multisensor 
data in ITCD, dataset construction in ITCD, and com-
parisons among different ITCD algorithms, and analyze 
the criteria of choosing the proper methods. Also, we list 
extensive ITCD-related applications and tasks and envi-

sion promising future works in the ITCD domain. We 
point out that optical remote sensing data will continue 
to be a key driver of future ITCD-related studies.
The remainder of the article is organized as follows. We 

present the meta-analysis of related literature in the “Meta-
Analysis of Related Literature” section. Following that, we 
conduct a thorough review of the methodology of ITCD in 
the “Methodology Review” section. After that, we provide 
an in-depth discussion of the comparison of different ITCD 
methods, the characteristics of ITCD research, an assess-
ment of the accuracy, and so forth, followed by extensive 
ITCD related applications, such as tree parameters, forest 
monitoring, and so on, in the “ITCD-Related Applications” 
section. We envision our promising prospects in the ITCD 
domain in the “Prospects” section. Finally, we conclude 
this article in the “Conclusions” section.

META-ANALYSIS OF RELATED LITERATURE
As shown in Figure 1(a), the number of ITCD-related ar-
ticles using optical remote sensing data has exponentially 
increased since 2017, which, for those who are involved in 
the ITCD domain, is notoriously difficult to keep track of 
ITCD-related research. To this end, it is essential to periodi-
cally conduct a review to summarize recently implemented 
ITCD methods, study areas, tree species, and the types of 
optical remote sensing data. In this section, we conduct a 
meta-analysis regarding the ITCD domain to investigate 
these subjects.

OVERALL TREND OF ITCD DEVELOPMENT
Figure 2 displays the representative ITCD-related research 
from 2000 to 2023. The circles, triangles, and rectangles 
denote traditional image processing-based ITCD methods, 
traditional machine learning methods, and deep learning-
based ITCD methods, respectively. We can observe some 
tendencies in the ITCD field: 1) the number of ITCD-relat-
ed research projects has exponentially increased recently, 
2) deep learning-based methods have emerged with high-
accuracy results, 3) more large-scale ITCD research projects 
have been proposed, and 4) most of the large-scale studies 
utilize remote sensing data with 0.5–1 m. 

QUANTITATIVE ANALYSIS
Along with the collection of ITCD-related publications, 
quantitative data are presented through figures in the next 
sections, including tree species, study sites and area, the 
types of optical remote sensing data, and so forth.

TREE SPECIES
Figure 3 displays the statistics of tree species in ITCD-related 
publications. In the specific tree, we show only the species that 
have been studied at least two times in ITCD-related articles. 
According to existing ITCD publications, 44.21% of them 
take mixed forest as the study objective and the rest take only 
specific tree species as their study objective. Traditional image 
processing-based ITCD methods have been adopted for most 
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of the times when the study object is mixed forest (63.72%). 
The palm tree is the most popular study species among other 
single tree species (37 times). The most probable reasons in-
clude the benefit of positive economics and the impact of a 
negative environment as the increasing expansion of oil palm 
plantation areas in tropical developing countries [27]. The 
urban tree is another popular objective in the ITCD domain 
(29 times). Other popular study species include pine tree (16 
times) and citrus tree (13 times).

STUDY SITES
Figure 4 displays the spatial distribution of study sites ac-
cording to our database. Study sites of countries where the 
number is over 20 times are the USA (38 times), China (34 
times) and Canada (30 times). Similar to the spatial distri-
bution of research institutions, most of them are principal-
ly located in North America, East Asia, and North Europe. 
Meanwhile, tropical forest areas (such as Brazil) are a hot 
study site for ITCD research because of their substantial 
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FIGURE 1. (a) The number of ITCDs from lidar data and optical remote sensing (RS) data-related publications from 2000 to 2023. (b) The 
number of ITCDs from optical RS image-related publications from 2000 to 2022. 
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impact and significance on global climate change. For oth-
ers, such as Africa, although it has significant research value 
and a large distribution of tropical forests, the number of 
research times is quite low because of its complicated to-
pography, lots of clouds, scarce fieldwork, and poor photo-
graph conditions.

STUDY AREA
As Figure 5 displays, we count the different study areas 
in our collected articles. Different textures denote differ-
ent study area and different colors denote different ITCD 
methods. The red line represents the rate of study area 
less than or equal to 10 ha and the gray line represents 
the rate of study area greater than or equal to 1,000 ha. 
It can be seen that before 2010, the majority of the study 
areas were smaller than 10 ha. Although, after 2010, the 
percentage of study areas larger than 1,000 ha are steadily 
increasing. Only 5.8% of studies are beyond 10,000 ha, 
and more than 60% of those adopt deep learning-based 
ITCD methods. We can observe that traditional image 
processing-based ITCD methods are mainly applied to 
study areas smaller than 100 ha (at the bottom of Figure 5), 

and deep learning-based ITCD methods are more applied 
in larger study areas ($  100 ha) (at the top left of Fig-
ure 5). We can also infer that the larger the study area 
is, the more that deep learning-based methods are adopt-
ed, which demonstrates that deep learning-based ITCD 
methods generally have a stronger capacity for efficiency, 
generalization, and robustness.

SENSOR TYPE
Figure 6 shows the number of sensor types used in ITCD-
related publications, displaying the kinds of satellite im-
ages that have been used at least two times in ITCD-related 
articles. More than half of ITCD-related publications adopt 
aerial images (54%). Recently, spherical cameras have be-
gun to be applied in the ITCD domain, such as cameras 
with fisheye [28], Google Street images [29], and so on. As 
for satellite images, it can be distinguished that WorldView 
and QuickBird data are adopted 23 and 20 times, respec-
tively, for ITCD applications, and present the top two plac-
es among other satellite sensor types. The total number of 
the studies illustrated in Figure 6 is larger than the number 
of articles examined through satellite images, indicating 
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FIGURE 2. The overall trend of ITCD development from some typical examples since 2000. Different shapes represent different ITCD meth-
ods, and different colors represent the different spatial resolution of optical images. The larger the size, the larger the study area.
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that data from more than one type of sensor are utilized in 
some publications.

SPATIAL RESOLUTION OF DATA
It can be seen from Figure 7 that researchers use a very high 
spatial resolution of data in the ITCD domain. Different tex-
tures denote different spatial resolutions, and different colors 
denote different ITCD methods. The red line represents the 
rate of spatial resolution greater than or equal to 1 m, and 
the gray line represents the rate of spatial resolution less than 
or equal to 0.1 m. We can observe that before 2010, the data 
with spatial resolution greater than or equal to 1 m were 
widely used in many ITCD-related articles, while the rate 
of spatial resolution less than or equal to 0.1 m was expo-
nentially increasing, especially after 2016. The most prob-
able reason is that unmanned aerial vehicle (UAV) images 
have been extensively used in forest inventory. As we can see, 
ITCD-related articles focus mainly on individual tree detec-
tion using high-resolution images. Furthermore, although 
traditional image processing-based ITCD methods are still 
the majority, with the increase of spatial resolution, more 
deep learning-based ITCD methods have been employed, 
and that can be summarized as deep learning-based ITCD 
methods own more advantages in very high-resolution 
image-based individual tree detection with stronger fea-
ture extraction and higher accuracy.

METHODOLOGY REVIEW
This section reviews the development 
and summary of ITCD methodology. 
We first separate ITCD into individu-
al tree crown detection and individ-
ual tree crown delineation, and then 
we categorize existing ITCD methods 
into three classes: traditional image 
processing-based ITCD, traditional 
machine learning-based ITCD, and 
deep learning-based ITCD methods. 
We further categorize existing deep 
learning-based ITCD methods into 

two subclasses: object detection-based ITCD and semantic 
segmentation-based ITCD methods.

ITCD
In this review, ITCD includes ITCD. Individual tree crown 
detection is mainly oriented to the location of individual 
trees, such as the center or the coordinates of four cor-
ners of the tree crown. Individual tree delineation fo-
cuses mostly on sketching the contour and shape of the 
tree crown or the area of tree crown canopy volume [31]. 
Table 2 lists detailed ITCD functions for different ITCD 
methods. In traditional image processing-based ITCD 
methods, local maximum filtering is the best at tree 
crown detection, while image segmentation is the best 
at tree crown delineation. Although image segmentation 
and image binarization can achieve tree crown count-
ing, they probably require some postprocessing steps. As 
for traditional machine learning-based ITCD methods, 
patch-based methods are similar to sliding-window-
based ITCD methods; they usually need coordinates to 
merge after image classification by pixel-based distance 
[32] or intersection-of-union (IoU) metric [33]. Although 
pixel-based methods are similar to semantic segmen-
tation-based ITCD ones, they are experts in individual 
tree crown delineation. On the contrary, as they have the 
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common appearance of trees overlapping with each oth-
er, machine learning pixel-based and semantic segmen-
tation-based ITCD methods require a postprocessing 
procedure to produce the final location and contours 
of individual tree crowns, such as the local maximum 
detection [34]. Most of the object detection methods 
can completely accomplish tree crown detection, while 

they are unable to conduct tree crown delineation ex-
cept for mask region-based CNNs (R-CNNs) [35]. As 
seen in Figure 8, a mask R-CNN is an extension algo-
rithm of a faster R-CNN [2], combining both object de-
tection and instance segmentation functions. To this 
end, a mask R-CNN is capable of individual tree detec-
tion and delineation.
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TRADITIONAL IMAGE PROCESSING-BASED  
ITCD METHODS
Traditional image processing-based ITCD methods in-
clude mainly local maximum filtering, image binariza-
tion, template matching, object-based image analysis, 
image segmentation, and so forth. According to a previ-
ous review [11] and its tasks, they can be categorized into 
two major types: tree crown detection and tree crown 
delineation (see the “Methodology Review” section). 
The former four methods major in tree crown detection 

tasks, while image segmentation majors in tree crown 
delineation tasks. Table 3 lists traditional image process-
ing-based ITCD methods and the collected examples. 
Figure 9 displays some typical examples of traditional 
image processing-based ITCD methods.

TREE DETECTION
The local maximum filtering premise is that the presence 
of tree crown centers is located at the local maximum re-
flectance. This simple and efficient method soon became 

N
um

be
r 

of
 P

ub
lic

at
io

ns

Deep Learning-Based ITCD Methods
Traditional Machine Learning-Based ITCD Methods
Traditional Image Processing-Based ITCD Methods

Spatial Resolution <0.1 m

Spatial Resolution ≥0.1 m and <0.5 m
Spatial Resolution ≥0.5 m and <1 m

Spatial Resolution >1 mThe Rate of Spatial Resolution ≥1 m
The Rate of Spatial Resolution <0.1 m

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

Years

20
12

20
13

20
14

20
15

20
16

20
17

20
18

20
19

20
20

20
21

20
22

20
23

0

10

20

30

40

50

60

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0

FIGURE 7. The statistics of spatial resolution of images used in publications. Different textures denote different spatial resolutions, and 
different colors denote different ITCD methods. The red line represents a rate of spatial resolution greater than 1 m, and the gray line repre-
sents a rate of spatial resolution less than or equal to 0.1 m. 

TABLE 1. A SUMMARY OF EXISTING ITCD-RELATED REVIEWS.

PUBLICATIONS

REVIEWED ITCD METHODS REVIEWED ITCD TOPICS REVIEWED ITCD TASKS

REVIEWED DATATIP TML DL DETECTING DELINEATING COUNTING APPLICATIONS

[10] x x x ✓ ✓ x x Lidar data

[11] ✓ x x ✓ ✓ x x Optical data

[12] x x x ✓ ✓ x x Lidar data

[13] ✓ x x ✓ ✓ x x Lidar data

[14] x x x ✓ ✓ x x Lidar data

[15] x x ✓ ✓ ✓ x x Optical data

[16] ✓ x x ✓ ✓ ✓ ✓ Optical data

[17] x x ✓ ✓ ✓ x x Optical data

[18] ✓ ✓ ✓ ✓ ✓ x x Optical/lidar data

[19] ✓ ✓ x ✓ ✓ ✓ x Optical/lidar data

Ours ✓ ✓ ✓ ✓ ✓ ✓ ✓ Optical data

TIP: traditional image processing-based ITCD methods; TML: traditional machine learning-based ITCD methods; DL: deep learning-based ITCD methods; applications: ITCD-related appli-
cations such as tree species classification, health monitoring, tree parameter estimation, and so forth.
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the most common treetop detection approach among the 
traditional image processing-based ITCD methods [40], 
[41]. Another important branch is template matching, 
which recognizes trees by calculating the similarity be-
tween the templates (ground-truth trees) and the image 
patches that probably contain tree crowns [43]. The posi-
tion where the similarity score is highest corresponding 
to the location where the template best matches the im-
age patch can be recognized as the target tree [57]. Image 
binarization classifies mainly the image patches into two 
types, i.e., tree crown and background, through threshold 
or filtering, which is also named image thresholding [58]. 
Object-based image analysis is also widely because of the 
improved performance in complex scenarios [59]. During 
the initial segmentation and low-level feature extraction, 
object-based image analysis detects trees through the seg-
mented images.

TREE DELINEATION
Image segmentation methods refer mainly to morpholog-
ical approaches, which basically comprise two major op-
erations: dilation and erosion. Dilation is used to expand 

the tree regions, making them 
more connected and complete. 
Erosion can be applied to refine 
the tree boundaries by removing 
small, isolated pixels or noise. 
To delineate tree crowns, works 
have developed morphological-
based methods, including water-
shed segmentation [60], region 
growing [61], valley following 
[62], and so on.

Note that some research proves 
that combining methods, even 
with machine learning or deep 
learning methods, may achieve 
better results. For instance, Wein-
stein et al. [63] use local maxi-

mum filtering to create a big set of noisy training samples 
for training deep learning models, which are fine-tuned by 
handcrafted labels. Pu et al. [64] design a new combination 
method that involves watershed segmentation to first seg-
ment individual trees, and a k-nearest neighbor (KNN) clas-
sifier that refines the final outputs.

These traditional image processing-based methods are 
all dependent on manual threshold selection and have 
difficulties with noise images, whose poor generalization 
and loss of fine-grained information limit their applica-
bility. Despite these drawbacks, these methods are still 
significant and popular for their simplicity and high ef-
ficiency in saving time and labor consumption. The com-
bination of these traditional methods with other deep 
learning methods also brings new insights into providing 
fast end-to-end and convergence speed.

TRADITIONAL MACHINE LEARNING-BASED  
ITCD METHODS
The revolution in machine learning facilitates the devel-
opment of ITCD by offering powerful, adaptable, and 
accurate solutions. Generally speaking, for both tree 

TABLE 2. DETAILED ITCD FUNCTIONS FOR DIFFERENT ITCD METHODS.

METHOD DETECTION DELINEATION APPLICATIONS

Traditional image Local maximum filtering ✓ x ✓

processing-based Image segmentation x ✓ ✓♯ 

ITCD methods Template matching ✓♯ x ✓♯ 

Image binarization ✓♯ ✓ ✓♯ 

Traditional machine 
learning-based ITCD 
methods

Patch based ✓♯ x ✓♯ 

Pixel based ✓♯ ✓ ✓♯ 

Deep learning-based 
ITCD methods

Semantic segmentation ✓♯ ✓ ✓♯ 

Object  
detection

Mask 
R-CNN

✓ ✓ ✓

Others ✓ x ✓

✓ and x: the ITCD method was completely implemented and failed to implement the corresponding functions, respectively; 
✓♯: the ITCD method can implement corresponding functions through other preprocessing or postprocessing procedures.
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FIGURE 8. A typical ITCD example of an object detection-based ITCD method using the mask R-CNN proposed by [30]. Conv.: convolution; 
Regr.: regression; ROI: region of interest; RPN: Region Proposal Network; FPN: Feature Pyramid Network. 
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detection and tree delineation, there are four steps in 
traditional machine learning-based ITCD methods: 1) 
image preprocessing, 2) feature extraction, 3) classifier 
training, and 4) model prediction. Here we focus more 
on the nature of ITCD, which is progressing in feature 
extraction and classifier training. Table 4 lists traditional 
machine learning-based ITCD methods and the collected 
examples. This section does not separate detection and 
delineation, because for tree detection and tree delinea-
tion, feature extraction and classifier training are both 
necessary and the employed methods are similar.

FEATURE EXTRACTION
There is a variety of feature extraction methods, which can 
be simply classified into two types, i.e., nonhandcrafted 
features and handcrafted features. Nonhandcrafted fea-
tures utilize mainly the obvious inner features of images 
themselves, such as spectral information, vegetation in-
dex [69], texture characteristics (e.g., the Gray-Level Co-
occurrence Matrix) [70], structure characteristics [83], 
and so forth. Some studies also take spectral reflectance 
[65], canopy height models [82], and point cloud data 
[84] into consideration. On the other hand, handcrafted 
features are specific image representations that are craft-
ed by domain knowledge and prior understanding of the 
data. These features are created by specific methods (e.g., 
the principal component transform [69], scale-invariant 
feature transform [71], histogram of oriented gradient 
[75], and so on) to capture relevant information that is 
deemed important for ITCD tasks.

The interpretability of these features makes them use-
ful for understanding and reasoning about the content 
as they are explicitly designed to capture certain visual 

attributes like tree shapes and edges. Compared to 
nonhandcraf ted features, handcrafted features pres-
ent more data-driven characteristics. Still, due to the re-
quirements of manual design and expert understanding, 
these features lack scalability and transferring ability to 
new scenarios. In a nutshell, a full understanding of the 
characteristics and the specific demands of specific ITCD 
tasks is essential to harness the full potential of these fea-
tures and is beneficial for later classifier training.

CLASSIFIER TRAINING
Classifier training is the most important part of tradi-
tional machine learning ITCD methods. Potential clas-
sifiers contain DTs, Gaussian maximum likelihood, 
linear discriminant analysis, support vector machines 
(SVMs), extreme learning machines (ELMs), RFs, multi-
layer perceptrons (MLPs), k-means, KNNs, logistic regres-
sion, and so forth. Nevalainen [67] compares the ITCD 

TABLE 3. A SUMMARY OF TRADITIONAL IMAGE PROCESSING-
BASED ITCD METHODS.

TASKS METHODS EXAMPLES

Detection

Local maximum filtering [40], [41] 

Template matching [42], [43] 

Image binarization [38], [44] 

Others

Scale-space filtering [45], [46] 

Object-based image analysis [47], [48] 

Marked point process [49], [50] 

Delineation
Image  
segmentation

Watershed segmentation [51], [52] 

Region growing [53], [54] 

Valley following [55], [56] 

(a) (b) (c)

Tree Top Marked by a Human Interpreter (1-m Radius)
Tree Top Candidate

(f) (g) (h) (i)

(d)

(e)

FIGURE 9. Some typical examples of traditional image processing-based ITCD methods. (a) The original image from [36]. (b) The local 
maxima appearing in the third dimension are associated with the presence of trees [36]. (c) Identification of trees through template match-
ing from [37]. (d) Red band thresholding from [38]. (e) Tree detection results through image binarization [38]. (f) The original QuickBird 
image from [39]. (g)–(i) Tree delineation results using valley-following, region-growing, and watershed segmentation [39]. 
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performance of five different classifiers: KNN, Bayes 
classifier, DT, MLP, and RF. They build a high-resolution 
dataset based on hyperspectral and point cloud data and 
extract approximately 350 features. The experimental re-
sults indicate that MLP achieves the best accuracy, with 
95.4%, followed by the KNN, RF, DT, and Bayes classifiers.

In summary, the performance of traditional ma-
chine learning-based methods in ITCD relies on effi-
cient feature extraction and powerful classifier training. 

Compared to traditional image processing-based meth-
ods, the ability to automatically learn and extract rele-
vant features from raw data that involve specific expert 
understanding of traditional machine learning-based 
methods makes them more adaptable to more different 
scenarios for ITCD. However, it is important that a set of 
high-quality and high-quantity input data are a sufficient 
condition for the promising performance of traditional 
machine learning-based methods [85]. For example, if 
the study area is a small region with simple tree targets 
and landscape invariance and the images are full of noise, 
traditional image processing-based methods may have 
better performance. Therefore, choosing or comparing 
traditional image processing-based and traditional ma-
chine learning-based methods, depends on the specific 
scenarios and data conditions.

DEEP LEARNING-BASED ITCD METHODS
As successful cases emerge in various applications, today, 
many ITCD methods adopt neural networks, achieving 
high-accuracy and real-time ITCD results in complex 
and large-scale regions. Here we review deep learning-
based ITCD methods by an extended taxonomy: object 
detection-based methods for tree detection, and semantic 
segmentation-based methods for tree delineation. Table 5 
lists deep learning-based ITCD methods. Figure 10 dis-
plays the number of deep learning-based ITCD methods-
related publications since 2017. 

TREE DETECTION
A rich line of object detection approaches has been ap-
plied to detect a variety of ground objects in the remote 
sensing field in the past few decades, including tree de-
tection using high-resolution remote sensing data. Object 
detection algorithms can generally be categorized into 
two classes: sliding-window-based and end-to-end meth-
ods (i.e., two- and one-stage object detection methods, 
respectively).  Sliding-window-based object detection 
methods were the first deep learning-based tree detec-
tion methods and were proposed in 2017 [32] (see Fig-
ure 11). According to the characteristics of tree crowns, 
many scholars have designed or modified new neural 
network architectures to improve the performance of 
tree detection. For example, Wu et al.[128] present a two-
stage CNN architecture that detects and counts oil palms 
in Malaysia. The first stage classifies the land cover type, 
and the second stage classifies the object. The experimen-
tal results demonstrate that a two-stage CNN has much 
fewer confusions with other land cover types (such as 
other vegetation and buildings) in the whole QuickBird 
image and achieves the most improvement at 21.27%, 
compared to a traditional one-stage CNN with respect 
to the F1 score. Furthermore, some researchers propose 
novel approaches to reduce time-consuming label inter-
pretation work. For instance, He et al. [90] propose fea-
ture learning from image markers to mostly decrease the 

TABLE 4. A SUMMARY OF FEATURE EXTRACTION AND  
ADOPTED CLASSIFIERS IN TRADITIONAL MACHINE  
LEARNING-BASED ITCD METHODS.

ITEMS METHODS EXAMPLES

Feature  
extraction

Nonhandcrafted features
[65], [66]

[67], [68] 

Handcrafted features
[69], [70];

[71], [72] 

Adopted 
classifiers

DT [65], [73]

Gaussian maximum likelihood [74] 

Linear discriminant analysis [70] 

Support vector machine [75], [76] 

Extreme learning machine [71] 

RF [77], [68] 

Multilayer perceptron [67] 

k-means [78], [79]

k-nearest neighborhood [80], [81] 

Logistic regression [82] 

TABLE 5. A SUMMARY OF DEEP LEARNING-BASED  
ITCD METHODS.

METHODS NETWORKS EXAMPLES

Sliding window

LeNet [86] [32], [87]

VGG [88] [89], [90], [91] 

ResNet [92] [93], [94] 

Inception [95] [96] 

DenseNet [97] [98] 

Object detection

YOLO [5] [99], [100] 

SSD [101] [102] 

RetinaNet [103] [104], [105] 

EfficientDet [106] [107] 

Faster R-CNN [2] [28], [108] 

Mask R-CNN [35] [30], [29] 

MMDetection [3] [109] 

DetectNet [110] [111] 

Transformer [112] [113], [114] 

Semantic segmentation

DeepLabV3+ [115] [116], [117] 

U-Net [118] [119], [9]

FCN [120] [121], [122] 

SegNet [123] [124] 

FC-DenseNet [125] [126] 

ResNet like [92] [34], [127] 

SSD: single shot detector.
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number of training images in fully connected layers; the 
accuracy has a slight improvement of 0.3% compared 
to fine-tuning the VGG structure for coconut detection. 
These methods are derived from natural image process-
ing, but researchers in the ITCD field re-create or rede-
sign the structures to make the methods appropriate to 
the features of ITCD.

On the other hand, end-to-end methods contain two- 
and one-stage object detection frameworks. A two-stage ob-
ject detection framework like a faster R-CNN (Figure 12), 
to some extent, consists of the mechanism of the human 
brain, first giving a coarse scan of the whole image and 
then focusing on areas of interest. 
It contains several correlated stages, 
such as generating region proposals, 
feature extraction, bounding-box re-
gression, and classification. Driven 
by the promising performance of a 
two-stage framework for natural im-
age object detection, many ITCD re-
searchers have adopted a two-stage 
pipeline for tree detection tasks [129], 
[130], [131]. For example, Zheng et 
al. [108] propose the Multiclass Oil 
PAlm Detection approach (MOPAD) 
based on the faster R-CNN model to 
automatically detect five fine-grained 
oil palm growing statuses in Indone-
sia. MOPAD is achieved by design-
ing the refined pyramid feature and 
a hybrid class-balanced loss module 

to achieve satisfying observation of the growing status for 
individual oil palms. Their work proves the considerable po-
tential for not only individual oil palm tree detection but 
also for monitoring growing statuses. Recently, some works 
have utilized transformers to extract stronger feature repre-
sentations. For example, Chen et al. [113] propose a semisu-
pervised transformer-based framework for tree counting 
that designs a pyramid tree representation module based on 
transformer blocks to extract multiscale features during the 
encoding stage.

Although the aforementioned methods have achieved 
good performance, they are still time consuming because 
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FIGURE 10. The number of deep learning-based ITCD methods-related publications since 2017. 
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of the original proposal detection two-stage scheme. La 
Rosa et al. [132] conduct an analysis of the efficiency 
and accuracy of the aforementioned algorithms applied 
on ITCD applications, indicating that two-stage object 
detection approaches (such as mask R-CNNs and faster 
R-CNNs) generally attain higher accuracy than one-stage 
object detection approaches [such as RetinaNet and 
YOLO (you only live once) v2/v3], but one-stage methods 
potentially accelerate the ITCD speed. To achieve faster 
and real-time tree detection, some researchers adopt one-
stage approaches. Based on global regression/classifica-
tion, a one-stage object detection framework like YOLO 
and single shot detector (SSD) straightly maps from im-
age pixels to class probabilities and bounding-box coor-
dinates. For example, Albuquerque et al. [133] propose 
a novel lightweight architecture for dead-tree detection 
based on the YOLO framework. This architecture includes 
a specially designed feature extraction module that reuses 
the features from previous layers for dense connectivity 
and reduced dependence and a depthwise separable con-
volution with a small number of parameters to reduce the 
number of model parameters to achieve real-time detec-
tion.

The first row of Table 5 summarizes the algorithms 
and the collected examples for object detection-based 
methods for tree detection. In general, sliding-window-
based methods are time-consuming approaches due to 
them producing a considerably large number of latent 
candidates spanning a variety of sizes. Therefore, sliding-
window-based methods are inflexible and inefficient to 
detect trees with various crown sizes because the patch 
size of the subimage is required to be predefined through 

prior human knowledge. As for end-to-end object detec-
tion-based methods such as faster R-CNNs, they are more 
robust and faster, which greatly alleviates the perfor-
mance drop caused by confusion with other vegetation or 
complex topography, and so on. Compared to traditional 
machine learning-based ITCD and sliding-window-based 
methods, end-to-end object detection-based ones have 
improved considerably in accuracy and efficiency [108]. 
Today, end-to-end object detection-based algorithms are 
increasingly popular and common among all the ITCD 
methods, representing 25%, 33.3%, 50%, and 46.4% of 
deep learning-based ITCD methods in 2018, 2019, 2020, 
and 2021, respectively (see details in Figure 10). Although 
most of the existing deep learning-based methods have 
achieved significant success in tree detection within the 
ITCD domain, they are primarily adapted from tech-
niques (e.g., R-CNNs, faster R-CNNs, SSD, and so on) 
that were originally designed for natural scene images. 
However, remote sensing images differ significantly from 
natural scene images, particularly in terms of rotation, 
scale variation, and complex, cluttered backgrounds. Al-
though some of these challenges have been partially ad-
dressed by incorporating prior knowledge or developing 
specialized models, ITCD remains an open problem that 
warrants further research.

TREE DELINEATION
Without requiring the time-consuming sliding-window 
scheme, the semantic segmentation-based tree delinea-
tion method is an end-to-end algorithm. Dissimilar to 
the object detection-based methods that produce one 
label for a patch of an image, semantic segmentation 

Softmax
(CBCEL)

Bounding-
Box

Regressor
(CBSLL)

p = [p1,p2,p3,p4,p5]T

t u

C
on

vo
lu

tio
na

l L
ay

er

F
ul

ly
 C

on
ne

ct
ed

 L
ay

er

Input Image

Output Result (c) (b)

(a)

ResNet

F1
F2

F3

F4

M1

M2

M3

M4

Rescaling Refinement

Integration

Disintegration

M1MM

M2MM

M

M

M3MM

M4MMR
O

I P
oo

lin
g 

La
ye

r

t u,x t u,y t u,w t u
h

FIGURE 12. A typical example of an object detection-based ITCD method proposed by [108]. (a) RPFs. (b) Multilevel RPN. (c) Hybrid Class-Balanced 
Loss Module. RPFs: refined pyramid features; ROI: region of interest; ResNet: residual network; CBCEL: class-balanced cross-entropy loss; CBSLL: 
class-balanced smooth L1 loss.

Authorized licensed use limited to: SUN YAT-SEN UNIVERSITY. Downloaded on March 21,2025 at 09:34:09 UTC from IEEE Xplore.  Restrictions apply. 



MARCH 2025    IEEE GEOSCIENCE AND REMOTE SENSING MAGAZINE                                                        221 

methods aim at generating dense classes for each pixel in 
the whole image (see Figure 13). Similar to tree detection, 
deep learning-based tree delineation also derives from se-
mantic segmentation methods for natural images. Some 
state-of-the-art semantic segmentation architectures, such 
as DeepLabV3+, U-Net, fully connected networks (FCNs), 
PointNet and SegNet, and so forth, have been applied to 
the ITCD domain in recent years. Some researchers have 
employed semantic segmentation-like models to generate 
confidence maps for tree crown extraction [142], where 
pixels with high confidence indicate the locations of tree 
crowns. Others have developed new algorithms to mitigate 
the challenge of requiring large volumes of labeled data for 
training. For instance, Miraki et al. [143] propose a weakly 
supervised deep learning pipeline using class activation 
mapping to detect individual, red-attacked trees, utilizing 
only image-level labeled remote sensing data. Some stud-
ies have also proposed modified semantic segmentation 
models for delineation tasks. For example, Ӧzcan et al. 
[144] integrate a set of residual U-Nets and a sequence of 
automatically derived input scales to introduce a new scale-
sequence residual U-Net-based deep learning algorithm. 
This approach adapts to variations among different types 
of trees and consistently achieves the highest detection ac-
curacy (DA) (91.67% on average) compared to four other 
ITCD methods. For comparison among different semantic 
segmentation methods, Ochoa and Guo [122] evaluate five 
state-of-the-art tree delineation methods for segmenting 
citrus trees from UAV multispectral images: DeepLabV3+, 
dynamic dilated convolution network (DDCN), SegNet, 
U-Net, and FCN. The experimental results showed compa-
rable F1 scores, with DDCN achieving the highest F1 score: 
94.42%. However, DDCN exhibited the lowest detection 
efficiency, taking 1.02 min per hectare, while other algo-
rithms processed each hectare in approximately 15 s.

The second row of Table 5 summarizes the algorithms 
and the collected examples for semantic segmenta-
tion-based tree delineation methods. In general, semantic 

segmentation-based tree delineation methods are more effi-
cient than sliding-window-based ones because they generate 
the detection results of the whole image at once. For exam-
ple, Brandt et al. [9] extract more than 1.8 billion individual 
trees over a land area that covers 1.3 million km2 in the West 
African Sahara, Sahel, and subhumid zones, with only 5% of 
the annotated tree crowns overlooked in the final results. Se-
mantic segmentation-based tree delineation methods need 
to use an overlapping partition way for large-scale remote 
sensing image prediction into several image patches. In the 
meantime, every two adjacent patches in the whole image 
have an overlapping height (width) to make sure that cor-
ners are not missed by the algorithm (see Figure 13). How-
ever, the performance of semantic segmentation-based tree 
delineation methods cause worse results for regions with 
tree crowns that appear to torch or overlap with each other, 
leading to segmenting some touching or overlapping tree 
crowns as only one tree crown. Besides that, the output of 
semantic segmentation-based tree delineation methods is a 
“confidence” or a “probability” map, meaning the probabil-
ity that a pixel belongs to the type of tree crown. These meth-
ods usually need a postprocessing step to produce the final 
maps of an individual tree crown and segment overlapping 
tree crowns, for example, local maximum detection [119].

DATASET IN ITCD FOR DEEP LEARNING METHODS
The bottleneck for deep learning applications regarding 
ITCD is the difficulty in collecting high-quality training 
samples. We list representative articles in Table 6 to show 
how these articles address this bottleneck and achieve 
promising ITCD results. Also, we list all public ITCD-related 
datasets and calculate the usage frequency of these datasets.

DATASET CONSTRUCTION
There are four important indexes when constructing a 
useful dataset. First, the data source is the base for build-
ing high-quality datasets. As shown, these selected pub-
lications use either high-resolution satellite/aerial images 
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FIGURE 13. A typical example of a semantic segmentation-based ITCD method proposed by [119]. ReLu: rectified linear unit. 
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or UAV images. High-resolution satellite/aerial images are 
from mainly high-resolution commercial satellites, such 
as QuickBird, WorldView, and so on, while most of the 
UAV images are collected by researchers themselves, with 
postprocessing on the fly. The second thing is the reso-
lution. ITCD tasks require high-resolution images and 
these publications achieve resolutions below 1 m. The 
highest resolution is 0.02 m. The third thing is the image 
number. These publications all first manually annotate 
sufficient target samples for training, validating, and test-
ing, regarding the application areas and the number of 
model parameters. Normally, more than 2,000 images 
for training are a necessity, which largely prevents mod-
els from overfitting. When deep learning models have 
more than 100 million parameters (i.e., transformers), 
the basic number of annotation images should increase. 
The fourth thing is the image size. Sometimes, image size 
selection is a tradeoff between accuracy and efficiency. To 
fully dig into the model potential, presurveying the tree 
size is necessary for predefining the proper image size.

EXISTING DATASETS
There are six public ITCD-related datasets in total. For 
example, Zheng et al. [33] propose a satellite image da-
taset for oil palm trees with 0.6 m resolution and 40,000 
images. Qiao et al. [141] propose a mixed-tree dataset 
with aerial images and 104,675,304 annotated instanc-
es. We can see that all the public datasets are designed 
for deep learning-based methods with high resolutions 
and over thousands of training images. Moreover, we 
should note that only a few publications publish their 
annotated datasets for reproduction and re-creation. We 
should encourage researchers to publish their datasets 
to contribute to the whole community. Moreover, the 
usage frequency is low compared to public datasets in 

other fields (e.g., building extraction and ship detec-
tion), which indicates that ITCD researchers tend to 
construct specific datasets for specific scenarios, rather 
than using existing ones. The strong heterogeneity of 
different locations, tree species, and resolutions may 
contribute to this phenomenon.

EVALUATION OF ITCD RESULTS

TREE CROWN DETECTION
For tree crown detection, we usually adopt true posi-
tive, false positive (FP), and false negative to describe 
the number of trees that are detected correctly, number 
of others that are detected as trees by model fault, and 
the amount of ground-truth trees that are overlooked in 
detection results. According to these three indexes, we 
can calculate precision, recall, overall accuracy (OA), and 
F1 score. Precision and recall evaluate the algorithm’s ca-
pability of correctly detecting trees and the algorithm’s 
capability of completely detecting ground-truth trees, re-
spectively. The OA and F1 scores depict the overall results 
of the algorithm [145]
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Actually, precision and recall are also named user’s ac-
curacy and producer’s accuracy, respectively [70], or correct-
ness and completeness, respectively [146]. In addition, recall 
is sometimes considered as DA [121]. Other researchers 

TABLE 6. STATISTICS OF REPRESENTATIVE PUBLICATIONS USING DEEP LEARNING-BASED METHODS TO COLLECT DATA.

PUBLICATION SOURCE RESOLUTION SPECIES IMAGE NUMBER
IMAGE 
SIZE

INSTANCE 
NUMBER AREA AVAILABILITY

USAGE 
FREQUENCY

[34] UAV 0.129 m Citrus 2,389 for training 256 37,353 70 ha x —

[9] Aerial image 0.5 m mixed 334,000 256 89,899 5,000 ha x —

[134] UAV 0.04 m Mixed 14,000 for training 128 — 30 ha x —

[89] UAV 0.04 m Fir 3,520 for training 150 — 10 ha x —

[7] Satellite image 0.6 m Coconut 2,000 for training 512 136,500 1,475 ha x —

[135] UAV 0.02 m mixed 903 for training 1,024 — 36 ha x —

[136] UAV 0.04 m Mixed 1,603 for training 1,024 — 200 ha x —

[137] UAV 0.02 m Fir 25,446 128 197,922 4 ha x —

[138] Aerial image 0.3 m Mangrove 18,000 for training 256 — 645 ha x —

[33] Satellite image 0.6 m Palm 40,000 17 431,101 7,429 ha ✓ 3

[108] UAV 0.1 m Palm 6,000 for training 1,024 363,877 3,700 ha ✓ 3

[32] Satellite image 0.6 m Palm 20,000 17 100,000 7,500 ha ✓ 3

[139] UAV 0.02 m Mixed 7,521 for training 1024 27,160 105 ha ✓ —

[140] Aerial image 0.2 m Mixed 45,343 for training 300 — 4,771,000 ha ✓ 11

[141] Aerial image — Mixed 10,000 for training 400 104,675,304 — ✓ 8
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may adopt both omission and commission errors to eval-
uate detection results
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Other overall tree detection accuracy metrics include 
accuracy index (AI) [49] and matching score (M score) 
[147], which can be calculated as
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Yin and Wang [14] conclude that OA is the most com-
monly used measurement in individual tree crown de-
tection assessment. However, according to our collected 
ITCD publications, F1 score has become the most popular 
overall tree crown detection accuracy metric (F1 score, M 
score, AI, and DA). Specially, more than half of the articles 
that adopt CNN classification and object detection-based 
ITCD methods use F1 score to quantitatively describe the 
overall performance of their ITCD algorithms. Further-
more, mean average precision (mAP) has started to gain 
more attention in the accuracy evaluation of tree crown 
detection [148]. mAP both combines both recall and pre-
cision into a single metric by calculating the area under 
the precision-recall curve, resulting in a score ranging 
from zero to one, which is defined as the mean precision 
at a set of eleven equally spaced recall levels (from zero to 
one with a step-size of 0.1) by the Pascal VOC Challenge 
[149]. mAP can be formulated as

	 .11
1mAP Precision Recall
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^ h
" ,
/ � (5)

TREE CROWN DELINEATION
Crown delineation segments an image into multiple 
parts, each of which is required to be one tree crown. 
To this end, crown delineation performance can be as-
sessed by segmentation accuracy evaluation. Similar to 
tree crown detection assessment, most of its evaluation 
metrics are also available for tree crown delineation eval-
uation, while we adopt pixel-based rather than object-
based (tree-based) evaluation. Some research considers 
adopting the matching rate to describe the performance 
of tree crown delineation according to the over- or under-
segmentation rate of the segments [51], the overlapping 
rate of the segments [150], or to other self-defined seg-
mentation criteria [47]. Recently, mean IoU (mIoU) has 
been adopted in tree crown delineation evaluation [151], 
which computes the tree crown area overlapped by man-
ual delineation Aref^ h and generated delineation Aest^ h 
(intersection area) divided by the sum of the tree crown 

area from both the manual and generated delineations 
(union area). mIoU can be calculated by the following 
equation. Some articles use other similar criteria, such as 
Jaccard score (J score) [152] and area error ratio [153].
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DISCUSSIONS
ITCD is of utmost importance for a comprehensive under-
standing of the ecological environment on both global 
and local scales. The meta-analysis presented is conve-
nient to outline the past, current, and potential future 
of ITCD for those who want to know about this specific 
domain. A thorough introduction of ITCD algorithms in 
this review article may be of interest to them. In this sec-
tion, we discuss three ITCD-related issues to further com-
prehend the ITCD domain.

MULTISENSOR DATA IN THE ITCD DOMAIN

COMPARISON BETWEEN LIDAR DATA AND OPTICAL 
REMOTE SENSING DATA IN THE ITCD DOMAIN
Lidar is a critical data source for forestry inventory and 
ecological analysis [154] and has been increasingly ad-
opted in individual tree crown detection and tree param-
eters estimation [155], such as diameter breast height, leaf 
area index, above-ground biomass (AGB), and so forth. 
However, regardless whether it’s terrestrial laser scan-
ning (TLS) or airborne laser scanning (ALS), most of the 
existing forestry inventory concentrates on region scales 
because of their difficulties and high cost for data col-
lection. Although a UAV equipped with laser scanning is 
a low-range, low-cost lidar system, its study area is even 
smaller than TLS and ALS systems. On the other hand, li-
dar measurements (such as the European Space Agency’s 
BIOMASS and NASA’s Global Ecosystem Dynamics In-
vestigation) from satellites that cover larger-scale areas do 
not satisfy research of the individual tree scale [156], and 
they focus mainly on some tree parameters’ retrieval at a 
coarser scale. On the contrary, optical data capture tree 
crown reflectance with more spectral, texture, and se-
mantic information using passive remote sensing instru-
ments. This rich information is beneficial to represent the 
intrinsic features of vegetation and observe conditions 
and status (such as disease). Furthermore, high-resolution 
and global optical data are much easier to acquire than li-
dar and have a large number of storage data from the last 
two decades that are waiting for us to use. Actually, with 
high-resolution optical satellite data, we could soon map 
every tree on Earth [157]. Individual tree crown detection 
over a large area in West Africa [9] suggests that it is pos-
sible to detect the location and size of every individual 
tree worldwide according to existing optical satellite data. 
Although it is unable to provide 3D information, some re-
searchers have explored the potential of side-view optical 
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data (such as fish-eye cameras and Google Street images) 
to better describe the tree trunk and branches (see details 
in the “Multisensor Data in the ITCD Domain” section).

MULTISENSOR FUSION IN THE ITCD DOMAIN
Besides the revolution in algorithms, the prosperity of 
multisensor data also provides strong support for the de-
velopment of the ITCD domain. Multisensor data fusion 
plays a pivotal role in advancing ITCD in various envi-
ronmental monitoring and remote sensing applications 
[158]. The primary aim of multisensor data fusion is to 
integrate information from diverse sensors such as opti-
cal, lidar, radar, and multispectral to improve the accu-
racy, completeness, and robustness of tree detection and 
delineation processes. Hakkenberg et al. [159] fuse lidar 
and hyperspectral data to map 15 urban tree species, 
which could provide both vertical and horizontal infor-
mation, and have shown great potential in improving tree 
species identification. Multisensor data fusion in ITCD 
enables researchers to combine complementary data 
sources that capture different aspects of tree characteris-
tics. For example, optical sensors provide valuable color 
and texture information, while lidar offers detailed 3D 
structural data. Radar sensors are proficient at penetrat-
ing vegetation, especially in adverse weather conditions. 
Multispectral sensors provide spectral signatures that are 
useful for discriminating among tree species. As a result 
of multisensor data fusion, ITCD algorithms benefit from 
enhanced spatial and spectral information. The fusion 
process aids in distinguishing between trees and other 
objects, accurately estimating tree height and crown di-
ameter and identifying changes in tree cover over time. 
The outcomes include a more precise forest inventory, 
better forest management, and informed decision mak-
ing regarding environmental conservation [66].

COMPARISON OF DIFFERENT ITCD METHODS
Table 7 displays a qualitative assessment for different ITCD 
methods in three aspects: annotations, efficiency, and ac-
curacy. Here we conduct in-depth discussions on them.

ANNOTATION
It is necessary and fundamental to conduct annota-
tion work in supervised learning. Traditional image 

processing-based ITCD methods have the least cost, and 
most of them are unsupervised learning methods and do 
not require any annotation work, except template match-
ing. Annotation work of semantic segmentation-based 
ITCD methods is the most difficult and complex among 
all the methods because it is a pixel-level annotation 
and has to carefully outline all kinds of fine-grained tree 
crown shapes. As for traditional machine learning-based 
ITCD and CNN classification methods, we not only have 
to annotate the samples of tree crowns but also have to 
annotate the samples of other land cover types, such as 
croplands, bare land, water, impervious areas, and so on. 
As for object detection-based methods, we have to anno-
tate the location of the four corners of a tree crown and 
generate a bounding box for each tree crown. Of course, 
for a mask R-CNN, we further have to annotate the thor-
ough shape of tree crowns to conduct tree segmentation. 
The annotation works of the three aforementioned ITCD 
methods are more difficult than traditional image pro-
cessing-based ITCD methods, while they are easier than 
semantic segmentation-based ITCD methods.

EFFICIENCY
Algorithm efficiency is a crucial and key factor in ITCD 
applications, especially when applied to large-scale 
study areas. As most of them are unsupervised learning 
algorithms, traditional image processing-based ITCD 
methods cost the most time in simple and basic image 
operations, usually with low computation complexity 
and fewer iteration times. Traditional machine learning-
based ITCD and CNN classification methods have the 
worst performance on algorithm and implementation 
efficiency, given that they require the time-consuming 
sliding-window scheme to achieve the location and rec-
ognition of tree crowns. In addition, classifiers or neural 
network training and parameter tuning phases worsen 
their efficiency. Although semantic segmentation-based 
and object detection-based methods have time-consum-
ing neural network training work, they belong to end-to-
end algorithms that allow the detection of several trees 
in the whole patch image. To this end, these two algo-
rithms are moderately efficient: higher than traditional 
machine learning-based methods, while lower than ma-
chine learning-based ones.

ACCURACY
ITCD accuracy is the most important eval-
uation used to judge whether the ITCD al-
gorithm is successfully applied to practical 
tree inventory. In general, deep learning-
based methods perform the best in accu-
racy, with a high capacity of robustness 
and generalization. In particular, deep 
learning-based ITCD methods achieve 
more convincing and satisfying results in 
complex areas. Notably, both semantic 

TABLE 7. A QUALITATIVE COMPARISON OF DIFFERENT ITCD METHODS IN  
ANNOTATION, EFFICIENCY, AND ACCURACY.

METHOD ANNOTATION EFFICIENCY ACCURACY

Traditional image processing-based ITCD methods +++ +++ +

Traditional machine learning-based ITCD methods ++ + +

Deep learning-
based ITCD methods

CNN classification ++ + +++

Semantic segmentation + ++ +++

Object detection ++ ++ +++

+++: the method that performs best in this respect; +: the method that performs worst in this respect.
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segmentation-based and object detection-based ITCD 
methods achieve a slightly better performance than 
CNN classification methods. As for traditional image 
processing-based ITCD methods, their accuracy is gen-
erally the lowest among different algorithms and only 
has satisfactory performance in simple areas or under 
specific parameters or specific regions. When the study 
sites turn to a varied topography, complicated environ-
ment, or regions with overlapping crowns, the accuracy 
may incur a terrible deterioration. The accuracy of tradi-
tional machine learning-based methods is between that 
of deep learning-based and traditional image processing-
based ones.

COMPARISONS OF GENERAL DEEP LEARNING 
MODELS AND THEIR APPLICATIONS IN THE  
ITCD DOMAIN
In Figure 14, the top of the timeline shows the develop-
ment of general deep learning architectures, and the bot-
tom shows the years that these deep learning models were 
first used in the ITCD domain. LeNet and AlexNet were 
proposed in 1998 and 2012, respectively, and were ap-
plied in the ITCD domain until 2017. After 2017, in gen-
eral, novel deep learning models would be adopted in 
the ITCD domain within three years. For example, faster  
R-CNNs, Inception, FC-DenseNet, and mask R-CNNs were  
applied to the ITCD domain three years after they  
were proposed. YOLOv3, RetinaNet, and MMDetec-
tion were adopted in ITCD applications two years after  
they were first proposed. It took only one year for ResNet 
and EfficientDet to be utilized in the ITCD domain. Fur-
thermore, DeepLavV3+ was applied to the ITCD domain 

at almost the same time as when it was proposed. To this 
end, the time gap between general deep learning mod-
els and their applications in the ITCD domain has be-
come increasingly closer. The progress of deep learning 
architectures plays a vital role in the development of deep 
learning-based ITCD methods.

According to different deep learning models, we can 
complete different ITCD tasks (see Table 2). General deep 
learning models can be directly applied to ITCD scenari-
os. However, the following differences and modifications 
should be considered:

	◗ As the size of a remote sensing image is too large to be 
data that are input for a general deep learning model, 
we need to utilize an overlapping partition method 
for a large-scale remote sensing image to be divided 
into several subimages in the inference phase (see 
Figure 13). After that, we apply coordinates’ transfor-
mation and merge the results of all the subimages to 
achieve the final ITCD results [119].

	◗ As for the design of deep learning architectures, we 
need to modify the sizes and ratios of candidate an-
chor boxes in object detection-based ITCD methods 
because the size of tree crown is usually different from 
general objects [108]. Furthermore, the number of 
channels in the first layer usually needs to be modi-
fied because of multispectral bands for remote sens-
ing images, rather than only three bands for general 
images [99].

	◗ Many deep learning methods need to have some post-
processing procedures. For example, the results of se-
mantic segmentation-based ITCD methods are a “con-
fidence map,” meaning that they usually require local 
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FIGURE 14. Comparisons of general deep learning models and their applications in the ITCD domain. FCN: fully convolutional network. 
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maximum detection to produce the final locations and 
contours of individual trees [34]. Some studies design 
a specific postprocessing regularization to reduce FPs 
[129] and improve the accuracy of the ITCD model.

CRITERIA FOR CHOOSING APPROPRIATE  
ITCD METHODS
Due to the complexity of different research subjects (e.g., 
mixed forests, specific tree species, and so forth) with 
different attributes (e.g., areas, density, locations, and so 
on), it is desirable to design or select appropriate ITCD 
approaches that address ITCD tasks under different sce-
narios. In this section, we discuss multiple influencing 
factors of ITCD approaches.

TREE SPECIES
We list the statistics of tree species in ITCD-related publi-
cations in Figure 3. There are hardly any traditional ma-
chine learning-based or semantic segmentation-based 
methods that address ITCD tasks within mixed forests. 
Instead, traditional machine learning-based methods 
are adopted more for specific tree detection (i.e., urban 
or dead trees) whose distribution is sparse, and semantic 
segmentation-based ones are utilized more on trees that 
gather together. This is not to say traditional machine 
learning-based or deep learning-based methods cannot 
handle mixed-tree scenarios. Mixed forests often involve 
a large number of trees with different species, and ma-
chine learning- or deep learning-based methods are data 
driven, so it is not cost-effective to annotate the mixed for-
ests for training samples, especially when areas are small. 
Moreover, each method has its own advantages and dis-
advantages. Taking sliding-window-based methods as an 
example, the sliding-window scheme is straightforward 
and easy to understand and implement. Moreover, these 
schemes can produce results with high recall, which is 
very important in tree counting and management applica-
tions. However, the computation cost is high, which con-
tributes to poor real-time detection and scalability. The 
fixed window size also limits their transferability. We can 
see that most of the sliding-window-based articles study 
one specific area with a fixed tree species, which makes 
full use of its advantages and avoids its disadvantages. 
This indicates that when the study area is comparatively 
small and the tree size is somehow fixed, sliding-window-
based methods are a proper selection for ITCD.

TREE DENSITY
Tree density also influences the choice and performance 
of ITCD approaches. From a vertical comparison, even 
though 63.72% of traditional image processing-based 
method publications handle mixed-forest scenarios that 
own high tree density, their average performance is lower 
than that of traditional image processing-based methods 
on scenarios with low tree density. It is the same with 
traditional machine learning- and deep learning-based 

methods. From a horizontal comparison, deep learning-
based methods have outstanding average performance 
compared to traditional machine learning-based and 
traditional image processing-based ones when the tree 
density is at the same level. However, it is important to 
note that when the density is sparse, it is not desirable 
to use semantic segmentation-based methods to map 
individual trees. In a nutshell, the performance is nega-
tively correlated with tree density. Data-driven methods 
may have a better performance at the same tree density 
scenario compared to other methods, only if the training 
samples are sufficient.

FOREST TYPE AND STRUCTURE
We divide the forest into three types: boreal, temperate, 
and tropical; and two structures: forest and plantation. 
Boreal forests consist of mainly regular pine trees and 
spruce trees, which are suitable for both traditional image 
processing-based and traditional machine learning-based 
methods because of their feature invariance. Temperate 
forests are complex for multiple tree species and high tree 
density. All the methods’ performance drops slightly in 
this scenario, so it is the application area that determines 
the choice of the utilized method. If the area is smaller 
than 1,000 ha, it is better to use traditional image pro-
cessing-based or unsupervised traditional machine learn-
ing-based methods due to their efficiency. Otherwise, 
data-driven methods show their superiority. There are few 
ITCD studies that focus on tropical forests because of the 
severe overlapping of trees. For plantations like oil palm 
tree and olive, because of human management, there is 
barely any overlapping or tree shading. The proper dis-
tance between trees allows for all kinds of methods to 
perform well. However, when the scenarios are complex 
(i.e., mixed with dead or growing trees), and the areas are 
large (i.e., larger than 1,000 ha), it is ideal to utilize deep 
learning-based methods.

ITCD-RELATED APPLICATIONS
In this section, we introduce some practical ITCD-related 
applications. Other ITCD applications include wildfire 
potential estimation [160], plant heterogeneity [161], 
wildlife protection [162] and biodiversity research [163], 
and so forth. Most of them first conduct individual tree 
crown detection and then further conduct other analyses 
on a single-tree scale. With the recent emergence of end-
to-end deep learning techniques, we are able to achieve 
individual tree crown detection or delineation, along 
with individual tree species classification or health moni-
toring in the meantime.

TREE SPECIES CLASSIFICATION
Tree species classification is a valuable and important 
task in forest science, helping us to understand the role 
of trees’ ecological functions [21]. Most of the previous 
individual tree species classifications are two-stage work, 
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including individual tree crown detection or delineation, 
and then species recognition [164]. Researchers adopt 
common classifiers, such as RF [84], SVM [72], and so 
on, to classify the collected features for each detected tree 
crown. Today, CNN [165] and 3D CNN [166] are increas-
ingly applied in tree species classification and achieve su-
perior results under enormous input-extracted features. 
More recently, mask R-CNNs have been able to achieve 
both end-to-end individual tree detection and delinea-
tion, even along with individual tree species classifica-
tion (see “Classes (Softmax)” in the “Prediction Module” 
in Figure 8) [136]. That is, individual tree species classifi-
cation is no longer a two-stage workflow and has become 
a more simple but effective one-stage workflow through 
object detection-based ITCD methods [167]. 

HEALTH MONITORING
Multispectral information from optical remote sensing 
data, coupled with machine learning or deep learning 
techniques, plays a considerable role in tree health moni-
toring, including disease surveillance, growing status 
observation, tree mortality mapping, and so forth. Simi-
lar to tree species classification, previous popular indi-
vidual tree’s health monitoring is two-stage work [168], 
although, as deep learning-based ITCD methods emerge, 
existing tree’s health assessment becomes a one-stage 
framework, accomplishing both individual tree crown 
detection and their status observation [68]. Compared to 
lidar data, deep learning may perform better on multi-
spectral optical remote sensing data because of its rich se-
mantic and texture information, which is also beneficial 
for capturing vegetation’s intrinsic features. As a matter of 
fact, employing comprehensive health monitoring, espe-
cially for economical tree species, is beneficial to improve 
their productivity or yield, and further increase the eco-
nomic effect [169].

TREE PARAMETERS ESTIMATION
Tree parameters are quite vital biophysical representa-
tions that influence water, energy, and carbon exchanges 
between the atmosphere and forest ecosystems. As aerial 
lidar and terrestrial lidar are able to acquire 3D point 
returns, most of the existing studies adopt them to esti-
mate most of the tree-related parameters, including first-
order properties (such as height, crown diameters, and 
so on) [170] and second-order properties (such as basal 
area, AGB, and so forth) [171]. On the other hand, opti-
cal remote sensing data are also widely applied in studies 
that link tree parameters from the field to observations 
through the sensitivity of optical reflectance to canopy 
structure variations. Optical remote sensing provides 
great potential for tree parameter estimation at a larg-
er scale than lidar data [172]. For example, [9] analyze 
the canopy cover, tree density and tree crown size over 
1.3 million km2 in West Africa, after detecting trees by 
a semantic segmentation-based ITCD method. However, 

optical remote sensing data are poor in height-related 
parameters [173], which means that combining lidar or 
adopting side-view remote sensing data may address this 
issue. Furthermore, end-to-end forest attribute retrieving 
in the one-stage framework for individual trees still needs 
to be exploited and developed in the future.

MULTITEMPORAL CHANGE ANALYSIS
Multitemporal remote sensing data are not only able to 
conduct individual tree crown detection but also explore 
the changes of individual crown diameters, canopy cover, 
growth process, and so forth, evaluating the variants of 
ecological restoration [54] and carbon stock [174] or the 
impacts of tree species competition [175] and natural di-
sasters [176]. Also, multitemporal data contribute to bet-
ter accomplishing individual tree crown detection and 
ITCD-related applications through seasonal spectral and 
texture variations [177]. However, similar to tree parame-
ters estimation, existing single tree-level change analyses 
are all two-stage works. Following the development of re-
current neural networks, we believe that coupling seman-
tic segmentation-based and object detection-based ITCD 
methods with time-series analysis may achieve real-time, 
high-accuracy, and end-to-end single tree-level change 
analysis using multitemporal remote sensing data.

PROSPECTS
Based on the aforementioned literature analysis, meth-
odology review, and in-depth discussion, ITCD-related 
prospects have emerged from this attempt, which con-
cerns past, current, and future trends.

USING MULTISOURCE AND MULTIVIEW  
REMOTE SENSING DATA
Some ITCD researchers combine optical remote sens-
ing data with other remote sensing data to extract high-
dimension features, such as point clouds from lidar 
[72], digital topographic models [76], digital surface 
models [178], or geographic information system data 
[179]. Meanwhile, some articles simultaneously adopt 
satellite and UAV images to achieve ITCD. For instance, 
Tan et al. [104] first utilize multispectral satellite im-
ages (from WorldView-2, Panet, and Sentinel-2) to extract 
banana plantation regions, and then use UAV images 
to precisely locate each banana plant and recognize its 
health condition.

However, existing studies have not exploited the po-
tential of fully fusing multisource remote sensing data. 
For example, most of the UAV images are unable to de-
scribe abundant spectral information because they have 
only three bands (red, green, and blue), rather than the 
multispectral images photographed by highly expensive 
multispectral-based cameras. If we make full use of high 
spatial-resolution UAV images and high spectral-resolu-
tion satellite images [180], it is considerably beneficial to 
precisely recognize tree crowns and classify fine-grained 
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tree species or growing status with high spectral–spatial-
resolution remote sensing data. On the other hand, remote 
sensing data acquired from a vertical view cannot perfectly 
extract the overlapping tree crowns or those that are shel-
tered from higher mature trees with larger crowns. If re-
mote sensing data from the side view are available, we are 
capable of recognizing those trees that are easily missed 
from vertical-view remote sensing data. Some research-
ers have attempted to detect and delineate individual tree 
crowns using side-view remote sensing data [181]. We be-
lieve that integrating vertical- and side-view remote sensing 
data achieves better ITCD performance [182]. In addition, 
combining synthetic aperture radar (SAR) [183] or inter-
ferometric SAR [184] with lidar or optical remote sensing 
data also seems promising for the ITCD domain, and we 
may pay more attention to exploiting other observation 
platforms with optical remote sensing data in the future.

FINE-GRAINED TREE SPECIES OR  
GROWING STATUS CLASSIFICATION
Fine-grained individual tree classification includes both 
fine-grained tree species and fine-grained growing status 
classifications. The former is significant for understand-
ing the distribution of forest species and protecting biodi-
versity. The latter not only observes damaged or diseased 
trees to prevent their proliferation but is also conducive to 
estimating yield and increasing the benefits for some eco-
nomic trees. To this end, fine-grained tree classification 
is extremely valuable to both ecology and economy. Most 
of the existing individual tree species studies focus on 
small areas (smaller than 1,000 ha) [21]. Although Zhang 
et al. [185] estimate the number of tree species in tropi-
cal areas, they have not mapped the distribution of fine-
grained tree species. As for growing status observation, 
most of them are classified into only two statuses: healthy 
and unhealthy trees [104]. By contrast, few studies are de-
voted to multiclass growing status classification [68]. It is 
highly demanded for plantations (such as oil palm, olive, 
and so on) to monitor more fine-grained healthy condi-
tions, such as specific diseases. Until now, individual tree 
classification work has been a two-stage scheme, first de-
tecting or delineating individual tree crowns, and then 
completing species or growing status recognition. Fur-
thermore, fine-grained classification requires recogniz-
ing the slighted difference between similar classes, which 
may need high spatial- and high spectral-resolution re-
mote sensing images. The data-fusing approaches men-
tioned in the “Using Multisource and Multiview Remote 
Sensing Data” section would be an effective solution.

LARGE-SCALE ITCD IN SPATIAL BIG DATA ERA
Undoubtedly, we are presently in the big data era and will 
continue to be so in the future. Massive remote sensing 
images acquired by satellites, aerial planes, UAVs, and 
even mobile phones create the spatial big data era. With 
these Earth-observation data, we have the opportunity to 

achieve large-scale ITCD and deeply comprehend global 
tree resources. Most of the study areas in existing ITCD 
research are smaller than 1,000 km2, except for those in 
[9]. They extract more than 1.8 billion individual trees 
over a land area that spans 1.3 million km2 in the West 
African Sahara, Sahel, and subhumid zones, with only 
5% of labeled trees being overlooked in the final results. 
Despite the fact that Crowther et al. [31] estimate that 
there are roughly 3.04 trillion trees around the world, 
they only approximately map the global tree distribu-
tion and tree density. There are two major challenges in 
large-scale ITCD work. The first is the capacity of model 
generalization. As we have to prepare multitemporal, 
multisource, and multiregional remote sensing data to 
conduct large-scale ITCD [186], [187], [188], develop-
ing a more transferable, robust, and general model is a 
powerful foundation, using advanced algorithms such as 
domain generalization, domain adaptation [189], [190], 
and transfer learning. Another challenge is the capacity 
of computation performance to support the efficiency of 
ITCD in large-scale areas. At present, some studies adopt 
high-performance computation platforms (such as field-
programmable gate arrays and GPUs) to accelerate ITCD 
algorithms [191], [192]. However, global-, continental-, or 
national-level ITCD research has not been completed in 
higher-performance computing platforms such as super-
computers, which may be a potential general platform for 
processing global observation issues.

FOUNDATION MODELS FOR ITCD
Large vision models (LVMs) that utilize transformers or 
contrastive learning have demonstrated remarkable suc-
cess in various computer vision tasks, ranging from im-
age classification [193], [194] to object detection and 
segmentation. Some remote sensing foundation models 
have been constructed to support remote sensing down-
stream tasks. Due to the heterogeneity in different areas, 
different tree species, and different scales, ITCD is often 
constrained to one region, small scales, and single-tree 
species. The transferability is poor. Moreover, the hetero-
geneity also increases dataset annotation consumption 
when transferring to other regions, enlarging the scale 
and classifying new tree species. We think that the ap-
plication of LVMs in the field of ITCD holds significant 
promise. With billions of parameters and millions of in-
put data, LVMs have more powerful visual representation 
ability to extract more useful deep features, leading to 
better performance on downstream tasks. For example, 
in ITCD, where distinguishing among different tree spe-
cies or detecting individual tree crowns in dense forests 
can be challenging, the superior feature representation 
capabilities of LVMs can lead to extracting subtle differ-
ences in texture, color, and shape, which are critical for 
differentiating tree crowns from other objects or vegeta-
tion. The use of pretrained LVMs allow for transfer learn-
ing, where models trained on large general datasets can 
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be fine-tuned for specific ITCD tasks. This approach re-
duces the need for extensive labeled data. In the mean-
time, because of its strong generalization ability, it allows 
the models to perform well across different geographi-
cal regions, forest types, and environmental conditions. 
Such scalability reduces the need for retraining models 
for specific datasets, making them more versatile and ap-
plicable to various ITCD scenarios globally.

CONCLUSIONS
ITCD using high-resolution optical remote sensing data is 
essential for forestry inventory and ecological analysis in 
an automated way. In this review article, a comprehensive 
overview of ITCD-related research was introduced. First, we 
conducted an investigation of scientific peer-reviewed jour-
nal articles over 20 years, building an available database 
and carrying out a meta-analysis. Second, intriguing and 
thorough ITCD methods that depict the trend and devel-
opment of past years relating to this specific domain were 
presented. We classify ITCD methods into three types: tra-
ditional image processing based (such as local maximum 
filtering, image segmentation, and so on), traditional ma-
chine learning based (such as RF and DT and so forth), 
and deep learning based. In addition, we also categorized 
deep learning-based ITCD methods into three types (i.e., 
CNN classification, semantic segmentation, and object de-
tection) and discussed their pros and cons. At the current 
pace that the methodology of ITCD research is conducted, 
such information is rather essential and truly valuable. In 
addition, we discussed three ITCD-related topics to further 
comprehend the ITCD domain, such as comparisons be-
tween lidar data and optical remote sensing data, compari-
sons among different algorithms, and different ITCD tasks. 
Finally, some ITCD-related applications and a few existing 
and emerging topics were presented, and we promise the 
significance and prosperity of ITCD in the future.
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